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Oceanographi18. Oceanographic Measurements

This chapter describes various methods to measure
the oceanographic variables that are dynamically
significant. After a brief overview of the various
motions and their temporal and spatial scales,
the challenges of making measurements in a vast,
inhospitable, and unforgiving environment are
described. Then point measurements (pressure,
temperature, salinity, sound speed, density, and
velocity), Lagrangian measurements (floats and dye
dispersion), and remote sensing methods (acous-
tic and electromagnetic) are described. Because
many of the practical problems of oceanographic
measurements are associated with the complete
measurement system, examples of these and il-
lustrative case studies of several experiments are
given.
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18.1 Oceanography

The oceans cover 70% of the Earth and profoundly
affect the planet and our lives. The ocean is the fly-
wheel of the climate, and if we hope to predict climate
change, we must intimately understand the processes
within and bounding the ocean, from the smallest
scales of turbulent mixing to the largest scales of
global ocean circulation (Fig. 18.1). The majority of the
world’s population lives nearby the sea and is directly
affected by the marine weather, coastal ocean ecosys-

tems, and associated hazards such as storm surges and
tsunamis. Ocean ecosystems and the environmental ser-
vices they provide, from food to carbon sequestration,
are directly affected by ocean dynamics over the full
range of scales. As governments and citizens increas-
ingly appreciate the importance of knowing the present
and future states of the ocean, more effort is being
placed on measuring, observing, and understanding the
ocean.
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Fig. 18.1 Some of the many physical processes occurring in the
ocean (courtesy of J. Doucette, Woods Hole Oceanographic Institu-
tion)

18.1.1 Oceanographic Processes

Ocean processes are active over a multitude of time and
space scales (Fig. 18.2). Most are affected by the two
major distinguishing characteristics of ocean flow: strati-
fication and the Earth’s rotation. Stratification can inhibit
turbulence and, because it is determined both by temper-
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Fig. 18.2 Time and space scales of
oceanic processes

ature and salinity, double diffusion can occur. Rotation
causes the Ekman spiral, the turning of the current vector
with depth given a surface wind stress. The combination
of the stratification and rotation is responsible for inter-
nal waves, ranging from nearly horizontal motions just
above the inertial frequency to nearly vertical motions
close to the buoyancy frequency. Planetary waves arise
from the change in Coriolis force with latitude; exam-
ples are eastward-propagating equatorial Kelvin waves
and westward-propagating Rossby waves.

Ocean flow is almost geostrophic, i. e., the Coriolis
force almost balances the horizontal pressure gradient
force. The kinematic geostrophic equations relating the
horizontal velocity components u and v to the pressure
gradient are:

u = −
(

1

f ρ

)(
∂p

∂y

)
and

v =
(

1

f ρ

)(
∂p

∂x

)
, (18.1)

where ρ is density and f is the Coriolis parameter
(2Ω sin ϕ, where Ω is the Earth’s angular velocity and ϕ

is the latitude). These equations do not include dynam-
ics. Much of the interesting fluid mechanics is in the
residual ageostrophic, time-dependent flow. While of-
ten (but not necessarily) small, the latter have profound
effects on the flow.
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Oceanographic Measurements 18.1 Oceanography 1181

Two major challenges confront the oceanographer
making measurements: the limitations of the instrumen-
tation, and the difficulty in obtaining adequate spatial
and temporal sampling. This chapter primarily addresses
the first, but it is necessary to note that sampling er-
rors are the largest source of errors in oceanography. As
one wise oceanographer has noted, the first century of
modern oceanography was one of undersampling [18.1].
Another states: “The absence of evidence was taken as
evidence of absence”. The great difficulty of observing
the ocean meant that when a phenomenon was not ob-
served, it was assumed it was not present. The more one
is able to observe the ocean, the more complexity and
subtlety appears [18.2].

When planning, executing, and analyzing the results
of an experiment, it is crucial to find means to overcome
the problems of undersampling.

18.1.2 Challenges of the Environment

The dynamic air–sea interface, high pressures at depth,
corrosion, and biofouling are just some of the challenges
of making ocean measurements that face the experimen-
tal fluid mechanist. Much ocean work is still done from
ships at the mercy of the weather; no matter how good
the ship, operations are sometimes impossible. In fair
weather, the ship is always moving, complicating the
deployment and recovery of equipment. Making meas-
urements on either side of the air–sea interface is faced
with problems of spray, salt deposition, dynamic load-
ing, mechanical fatigue, marine growth, and biofouling
of sensors.

The combination of high pressures at depth and salt-
water corrosion is challenging to overcome. The high
pressures encountered deploying instrumentation at any
significant depth dictate the geometry of instrument
housings, which are typically either spheres or cylinders.
Spheres are the ideal shape, if they can be made easily.
Cylinders are often more convenient to fit circuit boards
and to maintain. Squat-aspect-ratio cylinders with in-
ternal bracing are used occasionally for large internal
components (such as commercial ethernet routers).

To minimize or reduce corrosion requires proper se-
lection of materials. If possible, instrument housings and
platforms must be made of materials that are either in-
herently noncorrosive (e.g., glass, plastics, titanium) or
are protected against corrosion. Glass has been used for
decades and, if used appropriately, is robust and inex-
pensive, even to full ocean depth; the 375 mm-diameter,
25 mm-wall-thickness glass sphere is a well-proven in-
strument housing. Various plastics are adequate for

shallow depths less than 600 m. If metal housings are
used, attention must be paid to the galvanic properties
and galvanic connections with other metals; if current
flows, the case will corrode and eventually fail. How-
ever, if one accepts a �0.2 mm/y loss of material, mild
steel can be used. Carbon fiber housings are starting to
be used for large pressure cases (e.g., for cameras) or
for deep use requiring specific geometrical shapes (e.g.,
gliders). An extreme environment for instrument mater-
ials is deep hot vents with effluent temperature > 350 ◦C,
pH � 2, and precipitating chemicals.

O-rings are typically used to seal the endcaps of
pressure cases or through-case penetrators/connectors;
however, if a lifetime longer than 10 years is required,
materials such as polyethylene should be considered.
A note of caution: O-rings and connectors are the num-
ber one reason for instrument failure.

Yet another major problem is biofouling. In the
shallow-water photic zone, marine life can grow very
rapidly and completely cover an instrument; at depth,
bacterial films (and eventually mats) are pervasive.
There are no panaceas for this problem; some remedies
include special paints and chemicals (already severely
regulated in 2005), copper shutters, use of heat, ultra-
violet light (e.g., a useful byproduct of some camera
lights), conductive coatings on optical surfaces, and spe-
cial coatings developed for biomedical use that resist
biologically active molecules.

The absence of easily available power and commu-
nications severely hamper in situ measurements. Often
instruments must use less than one watt of power (often
milliwatts) and a preset sampling schedule. Fortunately,
the electronics and data storage part of an instrument
are becoming more efficient so the challenge is more
in making the actual sensor/transducer more efficient.
In an effort to remove the power and communication
restriction, various national and international programs
are being initiated with the goal of providing power
and communications infrastructure. This will be accom-
plished with sea-floor cable systems with nodes (up
to 10 kW and 1 Gb/s), or with deep-sea buoys with
power and communication capability being supplied
to the seafloor for surrounding sensor networks. Satel-
lites are now providing accurate navigation [e.g., the
global positioning system (GPS)] and modest communi-
cations (Iridium). Newer and better batteries, solar cells,
fuel cells, and in situ power generation may provide
solutions.

The greatest challenge is perhaps associated with
cost and logistics. Day rates for US academic ships
range from $10 000 for a 40 m coastal ship to $40 000
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1182 Part C Specific Experimental Environments and Techniques

for an 85 m global-class ship with a remotely oper-
ated vehicle. These ships are relatively slow (12 kt)
so transit times to remote locations and associated
cost can be high. Ocean observing satellite costs
are much higher, though usually the user does not

pay the full cost. New paradigms centered on sus-
tained long-term presence (e.g., cabled systems) will
have their own logistical and cost challenges. These
problems often outweigh those associated with actual
measurements.

18.2 Point Measurements

Fundamental oceanographic point measurements are
pressure, temperature, salinity, and sound speed; den-
sity is usually calculated as an empirical function of
these (usually the first three). Pressure, density, and ve-
locity are state variables in the dynamical equations.
Various sensors used to make point measurements are
described here. It may be useful for the reader to com-
pare this section with Sect. 17.1, which discusses point
measurements in the atmosphere.

18.2.1 Pressure

Pressure is a fundamental, and fortunately, routine meas-
urement in oceanography. The SI unit of pressure is
the pascal (Pa, 1 N/m2); often the unit decibar is used
because 1 dbar (104 Pa) is very nearly equivalent to the
hydrostatic pressure of 1 m of water.

The measurement of pressure is used primarily for
two purposes: for inferring depth and as a vertical co-
ordinate for other measurements, and for use in the
dynamical context. A strain gage is the simplest and
least-expensive instrument for measuring pressure; ac-
curacy is about ±1% of full scale.

A typical precision pressure transducer used for full-
ocean-depth work is shown in Fig. 18.3. This transducer
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Fig. 18.3 Quartz pressure transducer (Paroscientific, Redmond)

uses a very thin quartz crystal beam, electrically induced
to vibrate at its lowest resonant mode. The oscillator
is attached to a Bourdon tube that is open at one end
to the ocean environment. As the pressure increases
the Bourdon tube uncurls, stretching the quartz crys-
tal and increasing the vibrational frequency. Conversely,
a reduction in pressure causes the Bourdon tube to curl
more tightly, thereby compressing the quartz crystal and
lowering the vibrational frequency. These quartz fre-
quency changes can be measured very precisely and
the frequency changes are then converted into the cor-
responding changes in pressure. A small temperature
dependence is accounted for using an independent ther-
mistor. The sensor response is inherently rapid, and is
limited in practice to how precise a measurement is de-
sired and the frequency measurement method; they are
often used in profiling systems (described below) sam-
pling at 24 Hz. To measure pressure on the seafloor in
the open ocean for the purpose of tsunami detection, av-
eraging times greater than a minute or so are required.
In this case, the transducer is sensitive to changes in
pressure of less than one millimeter of water [18.3].
Long-term drift can be minimized and characterized by
aging the device at high pressure for several months in
the laboratory.

Part
C

1
8
.2



Oceanographic Measurements 18.2 Point Measurements 1183

18.2.2 Temperature

Temperature is now routinely measured with a high
degree of accuracy using thermistors. One such tem-
perature sensor consists of a glass-coated thermistor
bead that is pressure-protected inside a 0.8 mm-diameter
thin-walled stainless-steel tube (Sea-Bird Electronics,
Bellevue). Exponentially related to temperature, the
thermistor resistance is the controlling element in an
optimized Wien bridge oscillator circuit. The result-
ing sensor frequency is inversely proportional to the
square root of the thermistor resistance, and is in the
range 2–6 kHz, corresponding to temperatures of −5 ◦C
to +35 ◦C. These sensors have a drift of less than
0.001 ◦C per six-month period and the time response
is ±0.010–0.065 s. Careful calibration procedures yield
an overall transfer accuracy against a platinum reference
thermometer within 0.0002 ◦C.

18.2.3 Salinity

Salinity is a measure of the quantity of dissolved salts in
ocean water. Seawater is a complex mixture of many ions
with 11 major constituents making up more than 99.99%
of all dissolved materials. These constituents are very
well mixed through the world’s oceans and are found in
nearly constant proportions. This means that, although
the salinity may vary from place to place, the major
constituents are present in the same relative proportions.
Salinity is now measured as practical salinity units (psu).
The United Nations Educational, Scientific, and Cul-
tural Organization (UNESCO) practical salinity scale of
1978 (PSS78) defines salinity in terms of an electrical
conductivity ratio (relative to standard seawater), and so
is dimensionless. Nominally, a salinity of 35 psu means
that 35 kg of salt is dissolved per 1000 kg of seawater.
Open-ocean salinities are generally 32–37 psu.

Conductivity (reciprocal resistivity) is an intrinsic
property of seawater from which salinity and density
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Fig. 18.4 A three-electrode conductivity cell (Sea-Bird Electronics, Bellevue)

may be derived. As conductivity is a strong function of
temperature, effects due to the latter must be accounted
for.

Oceanographic sensors cannot measure conductiv-
ity directly; instead they measure conductance, i. e., the
voltage produced in response to the flow of a known
electrical current. Conductivity is calculated from the
conductance measured by the sensor using a scale fac-
tor or cell constant that depends on the ratio of length
and cross-sectional area of the sampled water volume
in which the electrical current actually flows. In certain
types of cells, the length-to-area ratio corresponds very
closely to the physical dimensions of the cell. However,
in most cases, the sample volume cannot be directly
measured to the necessary accuracy.

The determination of conductivity derives from:

R = ρ
L

A
, (18.2)

where R is the resistance (1/conductance), ρ is the resis-
tivity (1/conductivity), L is the length of sampled water
volume, and A is the cross-sectional area of the sampled
water volume. Note the equal importance of sample ge-
ometry and measured resistance in the determination
of conductivity. (Conductance has units of siemens (S),
equivalent to reciprocal ohms or volts/ampere. Conduc-
tivity has units of S/m.)

There are three main engineering problems: how to
make an electrical connection to the water (difficult but
not limiting), how to measure the resistance of the water
to which the connection has been made (not difficult),
and how to maintain a stable cell geometry (the limiting
problem). The first problem is addressed by using elec-
trodes or transformer coupling (inductive). In the latter
case, one transform core is used to couple to the water,
and the second measures the induced current. For the
former, the electrodes must be stable and low resistance
(e.g., platinum). The second problem is easily solved
with reasonable resistance measuring circuits. The last
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1184 Part C Specific Experimental Environments and Techniques

problem, though, requires stable geometry of the sensing
electric field.

In some sensors, the electric field is contained en-
tirely within the geometry of the cell; in others, the field
extends out into the free field and can be affected by
nearby objects (e.g., the instrument case).

For field work the three-electrode conductivity cell
has its sensing electric field entirely within the cell
(Fig. 18.4). Because of its geometry (4 mm internal
diameter) seawater must to be pumped through it; com-
bined with a temperature sensor in the same fluid circuit
and a fixed-flow-rate pump, the sensor and flow time
constants are well known and the density can be accu-
rately calculated without any spiking. Slowly leaching
anti-foulant chemicals can easily be inserted into the
fluid circuit to prevent any biological growth and at-
tendant geometry changes. The measurement range is
0.0–7.0 S/m, the initial accuracy is 0.0003 S/m, the
stability is 0.0003 S/m per month, and the resolution
is 0.00004 S/m at 24 Hz.

A typical inductive cell is a simple open cylinder
with two transformer windings around it. The electric
field extends outside the cylinder significantly. An alter-
nating voltage in the audio frequency range is applied
to one transformer. This induces a voltage in the seawa-
ter circuit. The resulting current is directly proportional
to the conductivity of the seawater and is measured
by the second transformer. To overcome the often ill-
defined geometry of such a cell, a new sensor has been
developed (Fig. 18.5). It consists of two ceramic tubes
mounted parallel to each other. The ends of each tube are
fixed to ceramic boxes. Each tube has a pair of toroidal
transformers fitted coaxially over them. The two cores
act as charge pumps pulling the current lines from one
end reservoir down the opposite tube. This situation is
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Fig. 18.5 Schematic, sensor, and internal field lines of the NXIC inductive conductivity sensor (Falmouth Scientific,
Cataumet)

very similar in operation to guard electrodes used on
the open ends of a tube electrode sensor. Because the
cells are large and freely flushing, pumping is not re-
quired. Because the electric field is internal to the sensor
(thus the name, nonexternal inductive conductivity sen-
sor (NXIC)), anti-foulant chemical can be placed around
the ends of the sensor.

To calibrate conductivity cells in situ to ob-
tain the best possible salinity accuracy (currently
≈ ±0.002 psu), water samples are collected and then
compared with International Association for the Physi-
cal Sciences of the Oceans (IAPSO) standard seawater
in the laboratory. An accepted commercial standard
for in-laboratory measurement of water samples is the
Guideline Instruments, Ltd. Autosal. The main feature of
this instrument is a four-electrode conductivity cell im-
mersed in a high-precision temperature-controlled water
bath that allows a sequential measurement of standards
and samples. Standard seawater is required to calibrate
the instrument at regular intervals. The electric field is
contained entirely within the cell and is therefore not
affected by external factors.

A new, smaller and more-portable unit has been de-
veloped recently [18.4]. A dual inductive cell system
removes the need for a highly stable bath tempera-
ture and gives direct reading of the conductivity ratio
of the sample against standard seawater. A single mas-
ter oscillator is used to drive the coil which transects
both of the sample-containing rings of fluid, inducing
the same proportion of flux in both measuring cells.
Each ring has an independent pick-up coil, and the sig-
nals from these give the raw outputs. The dual cell
removes the need for highly stable bath temperatures,
and the cells are surrounded by a well-stirred oil bath to
ensure thermal uniformity. Every sample is standard-
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Oceanographic Measurements 18.2 Point Measurements 1185

ized, and the standard itself is enclosed in glass to
preserve the integrity of the reference measurement for
weeks (and reduces cost). The instrument complements
laboratory salinometers; it was developed as a collab-
oration between RBR Ltd., Guideline, and the Marine
Hydrophysical Institute, Ukraine.

18.2.4 Sound Speed

The speed of sound in seawater is a strong function of
temperature and pressure and a weak function of salinity.
In some cases it is easier or more economical to measure
temperature, pressure, and the speed of sound to then
determine salinity. In other cases the speed of sound is
desired directly or to infer temperature. In the acoustic
measurement of water velocity, the speed of sound often
enters into the equations.

A simple equation for the speed of sound in seawater
is that of Mackenzie:

C (T, S, D) = 1448.96+4.591T −5.304 × 10−2T 2

+2.374 × 10−4T 3 +1.340 (S −35)

+1.630 × 10−2 D +1.675 × 10−7 D2

−1.025 × 10−2T (S −35)

−7.139 × 10−13TD3 , (18.3)

where T is temperature in degrees Celsius, S is salin-
ity in psu, D is depth in meters; the range of validity
is temperature 2–30 ◦C, salinity 25–40 psu, and depth
0–8000 m [18.5].

If this is linearized one obtains

δC = 4.59δT +1.34δS +0.0163δD , (18.4)

where δ represents a small perturbation. The nominal
sound speed in the ocean is 1500 m/s. For a typical ocean
temperature change of 1 ◦C, the sound speed changes
roughly 4 m/s; for a 1 psu change, the change in sound
speed is roughly 1 m/s; for every 1000 m increase in
water depth, the sound speed increases by 16 m/s. Typ-
ical salinity changes in the ocean are much smaller than
1 psu and in many underwater acoustics applications the
effects of salinity can be ignored. For precise work, one
should reference the UNESCO standard equation [18.6].

For point measurements of sound speed, time-of-
flight sound velocimeters have a specified accuracy of
± 0.05 m/s, with a response time of ≈ 0.1 ms and a path
length of 10–30 cm (Applied Microsystems, Ltd.). It is
shown below that elements of acoustic tomography are
in essence large sound velocimeters.

Acoustics plays a significant role in oceanographic
measurements as will become evident below. A recent

text presents the fundamentals of acoustical oceano-
graphy including studies of the near-surface ocean,
bioacoustics, ocean dynamics, and the ocean bot-
tom [18.7].

18.2.5 Density

Density is an empirical function of temperature, salinity,
and pressure. Because much of the ocean circulation is
governed by small density differences, density is a cru-
cial measurement and attention must always be paid to
precision and accuracy. Seawater density changes from
roughly 1028 kg/m3 at the surface to 1054 kg/m3 at
a depth of 6000 m. At the sea surface temperature ranges
from −1.8 ◦C to � 32 ◦C with corresponding densi-
ties of 1028 kg/m3 and 1021 kg/m3. While extremes
of salinity are �34 psu to 37 psu, most ocean water is in
the range 34.6–34.8 psu with a corresponding change in
density of �0.17 kg/m3.

Because salinity is difficult to measure directly
in situ, electrical conductivity, sensitive to tempera-
ture and salinity, is measured instead; an independent
measurement of temperature is relatively easy, per-
mitting the salinity signal to be extracted. Density is
commonly measured using a conductivity–temperature–

Fig. 18.6
Profiling
conductivity–
temperature–
density (CTD)
unit with pres-
sure and pumped
temperature,
conductivity,
and dissolved
oxygen sensors
(Sea-Bird Elec-
tronics, Bellvue)
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1186 Part C Specific Experimental Environments and Techniques

depth/pressure (CTD) sensor package; an example is
shown in (Fig. 18.6). This one is deployed on an
electrical–mechanical wire from a ship in a profiling
mode; other smaller ones are placed on moorings and
mobile platforms (e.g., floats; see Sect. 18.3.2). This
type of sensor package has been the major workhorse
of the oceanographic community during the second
half of the 20th century (reversing thermometers and
water-sampling bottles were used before).

It is necessary to note that all three variables T , S,
and P must be measured as near to simultaneously as
possible, or with known time offsets, otherwise aphys-
ical readings (density spiking) are obtained. In practice
this means having the sensors as close together as pos-
sible and often pumping is used to create a predefined
flowrate/time delay between sensors.

There is ongoing work to try to use optical meth-
ods to determine the index of refraction and thus the
density directly. To date, though, the sensors either have
excellent high-speed precision (but also respond to tur-
bulent velocity signals, making it an optical shear probe
as well) with little longer-term absolute accuracy, or are
slow and have marginal absolute accuracy.

18.2.6 Velocity

There are three primary means of making point
measurements of velocity: mechanical, acoustic, and
electromagnetic. Mechanical current meters use rotors,
vanes, and propellers, with compass cards to deter-
mine geomagnetic reference. They suffer from less than
adequate response (e.g., stalling at low speed), low
reliability, and high operating and maintenance costs.
Because these are being phased out of use, the focus
here is on the latter two methods.

The proceedings of the most recent quadrennial In-
stitute of Electrical and Electronics Engineers (IEEE)
Oceanic Engineering Society conference on current
measurement technology [18.8] is a recommended
source of the latest information on this and related topics.
An earlier review of the subject is given by Collar [18.9].

Acoustic Current Meters
Acoustic current meters are of two basic types: time
of flight and Doppler (Fig. 18.7). (There are many
conceptual similarities between these instruments and
their atmospheric equivalents, e.g., sonic anemometers;
see Chap. 17.) Acoustic time-of-flight/travel-time (ATT)
systems are based on the simple notion that sound trav-
els faster with a flow than against; the differential travel
time is a direct measurement of the flow velocity. At the

same time, the average of the two travel times in each
direction gives the sound speed. The general expression
for travel time is the integral along a ray path Γ with arc
length s:

t =
∫
Γ

(
ds

C +uτ

)
, (18.5)

where C is the sound speed, and uτ is the velocity
component projected onto the ray path.

Assuming that the current speed u is much less than
a nominal background sound speed C0 and a straight
path of length R along the flow direction, one obtains
for the differential and average travel times, respectively:

δt=−2u

(
R

C2
0

)
and t=T0 −

(
R

C2
0

)
δC , (18.6)

where T0 is the nominal travel time along the path and
δC is a sound speed (temperature) perturbation. For path
lengths on the order 10 cm, a 1 cm/s resolution implies
a 1 ns differential travel-time resolution. This can be
achieved in three possible ways: direct measurement of
broadband pulse travel time, phase difference, or fre-
quency difference techniques. A representative ATT is
shown in (Fig. 18.7). The supporting cage is meant for
inline mounting in an oceanographic mooring. The four
sensor heads are at the bottom. The specified accuracy is
2% of the reading or ±1 cm/s up to 3 m/s, with a reso-
lution of 0.1 mm/s. Absolute heading and tilt accuracy
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Fig. 18.7 Acoustic current meters: travel time (left, Fal-
mouth Scientific 3-D ACM, Cataumet) and Doppler (right,
Aanderaa RCM-11, Bergen)

Part
C

1
8
.2



Oceanographic Measurements 18.2 Point Measurements 1187

are 2◦, measured with a three-axis flux gate system and
two accelerometers. The maximum sample rate is 2 Hz.
A thermistor measures water temperature to obtain the
sound speed.

The need for a mechanical supporting structure
presents two problems. To prevent vibration from con-
taminating the velocity measurement, the structure must
be rigid. To prevent structure-generated flow perturba-
tions from contaminating the result, the redundant paths
can be selectively sampled to include only those on the
upstream side.

In custom applications these techniques have been
extended to 3 m path length, operating for five years
under a surface buoy without a problem. The latter
highlights an advantage of acoustic techniques in ocean
observations – the robust nature of the hardware and
insensitivity to calibration problems.

The acoustic Doppler current meter transmits an
acoustic pulse and measures the frequency shift of en-
ergy reflected or scattered off particles in the water. It
does not matter if the particle impedance is higher (as
for sediment particles) or lower (as for air or gases); both
will result in a reflection.

The water velocity is determined from the measured
Doppler shift fD, the frequency difference between the
transmitted and received signals using the equation

u = 1

2
C

fD

f
. (18.7)

To obtain a velocity vector, data from several beams
are combined. The beam geometry varies, some diverge
and assume locally homogeneous flow while others
cross to measure in a small volume, much like a laser
Doppler velocimeter.

Because the frequencies used are typically quite high
in these short-range applications (e.g., 2 MHz) and the
Doppler shifts are small (30 Hz for 1 cm/s) there is no
problem with resolving low velocities as they are small
perturbations about the carrier. When particle scattering
strength is low, the signal-to-noise ratio will be low,
but it will be unbiased. Ambient acoustic noise at these
frequencies is due to thermal fluctuations only and is
white. The conversion of the measured Doppler shift
to velocity depends only on the speed of sound, which
is adequately known with an independent measurement
sensor (transmit and receive circuits share a common
oscillator, so errors in drift cancel). Again, because there
are no moving parts, the instrument is inherently reliable.
If in a moored configuration, the motion of the mooring
could influence the interpretation of the measurements.
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Fig. 18.8 The Ultramoor with various current meters,
acoustic modems, and data capsules for data return. RDI
(RD Instruments, Inc.), VACM (vector averaging current
meter)

In an example of an oceanographic mooring with
many current meters (Fig. 18.8), the mooring reaches
from the seafloor 4370 m deep to close to the surface
(a subsurface mooring avoids wave stresses and asso-
ciated motion). This particular mooring is part of the
Ultramoor program at the Woods Hole Oceanographic
Institution, specifically meant to test data capsules and
acoustic modems [18.10].

Electromagnetic Current Meters
A conducting fluid moving through a magnetic field
generates an electric field that is dependent on the fluid
velocity – a statement of Faraday’s law of magnetic
induction. In current meters, the magnetic field is gen-
erated by an alternating-current (AC) excitation in the
instrumentation. In larger-scale applications, ocean flow
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Fig. 18.9 An
electromagnetic
current me-
ter in a frame
for bottom use
(InterOcean S-4,
San Drego)

through the Earth’s magnetic field generates a voltage
often measured using submarine cables (see below).
For the ocean case, the voltage E in the water is the
product of the water flow velocity u, the magnitude of
the magnetic field B, and the length of the conducting
path L:

E = u BL . (18.8)

In a common electromagnetic current meter
(Fig. 18.9) the magnetic field intensity is generated by
a circular coil, internal to the instrument, driven by
a precisely regulated alternating current. Two orthogonal
pairs of titanium electrodes located symmetrically on
the equatorial ring of the instrument sense the respec-
tive voltages and the separation defines the path; data
from a flux gate compass is used to calculate the current
vector with respect to north.

The flow field around the sensor heads is of crit-
ical importance. The grooved surface of the housing
produces stable hydrodynamic characteristics by induc-
ing a fully turbulent boundary layer with uniform and
stable vortex shedding through the range of use. This
ensures a stable and linear calibration. (Recall the sen-
sitivity of electric field lines to geometry as discussed in
Sect. 18.2.3). The specifications are: range 0–350 cm/s,
accuracy 2% of reading or ±1 cm/s, sampling rate 5 Hz,
resolution 0.04 cm/s, noise 0.05 cm/s root-mean-square
(rms) for 10 s averages, and direction ±2◦. Because of
the AC excitation there is no zero-velocity threshold.
Biofouling can affect the calibration, though. Such sen-
sors do not lend themselves to turbulence measurements
because of the weighted volumetric averaging.

18.3 Lagrangian Techniques

The most basic Lagrangian data is position as a func-
tion of time, from which velocity can be calculated.
This is true whether a parcel of dye is being followed
or a float is following a flow. In the latter case, the
sensors the float platform carries (typically) contribute
moving point measurements. The interpretation of the
data can be complicated by this space–time mix of
information.

18.3.1 Surface Drifters

The design of surface drifters is driven by the need to
faithfully follow the flow in a known and repeatable way,
and at the same time is influenced by considerations of
cost, ease of storage and deployment (around the world
in large numbers, from ships and planes), robustness,
and longevity. Systematic evaluations of the different
surface drifter designs of the 1980s concluded that the
key to accurate water following was to increase the ra-
tio of drogue to float size. Much iterative work was
done to determine optimal designs, and there is some
convergence.

For the open ocean the surface velocity programme
(SVP) drifter has a spherical plastic float, a wire tether,
a holey sock drogue (a 4 m-long canvas cylinder centered
at 15 m depth), and battery power sufficient for two years
of operation (Fig. 18.10). SVP drifters can carry sensors
that measure temperature and salinity, wind direction,
ambient sound (to calculate wind speed and rain rate),
upwelling light, and atmospheric pressure; most though
only carry sea surface temperature and atmospheric pres-
sure sensors. Advanced research and global observation
satellite (ARGOS) receptions (for data transfer and posi-
tioning) vary from 6 to 14 per day, depending on latitude
and storm conditions. About 7500 SVP drifters have
been deployed since 1988.

A drifter originally developed for the coastal ocean
dynamics experiment in the 1980s has had greatest use
in coastal and marginal sea deployments. It can be de-
ployed from a small plane, helicopter, or boat. Location
is by GPS or ARGOS. Data transmission is to ARGOS
or a local paging system on land. Two types are man-
ufactured, one with a spherical float and a radar corner
reflector-style drogue, the other with a cruciform drogue
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Fig. 18.10 (left) An SVP drifter. (right) Paths of surface drifters released off the Oregon coast in spring and early summer
(red, yellow, and brown), late summer and fall (green and light blue), and winter (dark blue). (courtesy of J. Barth)

with four small floats. Temperature and salinity sensors
have been placed on these drifters. A power recharg-
ing option is available, making them redeployable after
recovery. About 2500 drifters of this type have been
deployed in the past 10 years.
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Fig. 18.11 Argo float (16 cm diameter, 130 cm long, 26 kg)

18.3.2 Deep Ocean Floats

The use of neutrally buoyant and profiling floats has
been a cornerstone of oceanography for the last half
century, and this will continue. In the late 1950s swallow
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floats misbehaved by moving at high speed (10 cm/s
in seemingly random directions rather than slowly in
a straight line (baffling the crew on the sailboat trying to
track them acoustically), thus awakening oceanography
to the presence of mesoscale ocean weather.

The key to constructing such floats is to ensure that
the float’s density, and especially the floats compressibil-
ity, accurately matches that of the seawater in which they
float. Doing this not only lets them float at the desired
depths and faithfully follow fluid accelerations, but also
minimizes power needed to profile. Early floats were alu-
minum scaffolding tubing; in some cases, special hulls of
glass (a large test tube) or numerically machined, ribbed
cylinders were used. In any case, careful ballasting of
each individual float (grams out of many kilograms) is
required.

There are two basic modes of operation for freely
drifting autonomous floats: acoustically tracked and pro-
filing (and combinations). Profiling floats such as Argo
(Fig. 18.11) typically come to the surface once every
10 days to telemeter temperature and salinity data and to
obtain a satellite navigation fix. During the time sub-
merged the float is typically untracked. These floats
change and adjust their buoyancy using a piston to move
oil in and out of a bladder exposed to the seawater. Their
lifetime is about four years or 150 profiles. The goal of
the international Argo program is to seed the ocean with
3000 floats to obtain on average one float every 300 km
(750 floats/y); at the end of 2004 there were 1500 floats
in operation around the world. This is a major effort be-
ing undertaken by the international community. While
the initial emphasis was on temperature and salinity, ad-
ditional sensors are being added for dissolved oxygen,
horizontal electric field for velocity, and hydrophones
for wind and rain (and seismic and marine mammal
sound), to name a few.

A widely used and accurate method to study the
ocean in motion employs the deep sound, or sound fix-
ing and ranging (SOFAR), channel to track neutrally
buoyant drifters over large horizontal distances, on the
order of 10 × 103 km. Three or more anchored sound
sources provide an acoustic navigation system whereby
precisely timed acoustic signals [in this case, an 80 s-
long 1.5 Hz-wide frequency-modulated (FM) sweep at
260 Hz] spread out radially from each of the sources.
Given the arrival times at a drifting receiver equipped
with a synchronous clock, the receiver’s position can
be determined to an accuracy of a few kilometers or
better. Since the mid 1980s floats have been deployed
in many different projects worldwide to study ocean
currents.

These floats, also known as RAFOS floats (SOFAR
spelled backwards), can be deployed to drift at any depth,
although greater acoustic ranges are possible if both the
sound sources and the floats are not too far from the
sound channel axis. The floats record the arrival times
in their microprocessor memory. At the end of each
float’s mission underwater, it surfaces and telemeters
all its data back to shore. Typical missions last from
months to several years. Special float designs have been
developed whereby a float surfaces briefly to telemeter
its data before returning to depth to continue its under-
water mission. To make the floats mimic fluid motion
accurately, they can be configured to drift with the wa-
ter both horizontally and vertically; these are known
as isopycnal floats. In regions of high shear, profiling
floats can give erroneous estimates of velocity if they
are based solely on surface fixes. Similarly, when trying
to measure abyssal currents, estimates can be severely
compromised if the float comes to the surface. In these
cases it is advantageous to remain submerged. Some sys-
tems are turned around using fixed receivers and drifting
sources (SOFAR floats).

One illustrative application of navigated floats was
in the Atlantic climate change experiment (ACCE,
Fig. 18.12) where the float provided in situ observa-
tions of dissolved oxygen. Here the sensors were only
briefly activated, once daily, and thus operated over the
entire lifetime of the floats. From a Lagrangian view-
point, interpreting the variability of dissolved oxygen
presents the difficulty of separating the biological from
the physical processes. However, there are times when
the nature of the variability clearly indicates that one
process dominates the other.

18.3.3 Dispersion

Tracer release experiments use methods to estimate
directly the dispersion and mixing across density in-
terfaces (diapycnal diffusivity) in the ocean. Although
logistically challenging, the method is straightforward:
a passive tracer or dye is injected at depth (on a density
surface), typically from a vessel, and an initial survey
is done to map the tracer distribution. The region is re-
sampled at discrete time intervals, and the goal for each
survey is to map a large enough region to account for
all of the tracer. The measurements are used to estimate
the time- and space-averaged diapycnal diffusivity for
the region. (Dispersion in the atmosphere is discussed
in Sect. 17.2.

For deep-ocean tracer release experiments last-
ing several years, sulfur hexafluoride (SF6) has been
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Fig. 18.12 The track (left) of an isopycnal float that outcrops in the Irminger Sea with the corresponding measurements
of pressure, temperature, and dissolved oxygen (right) (courtesy of T. Rossby)

the tracer of choice [18.11–13]. Its background con-
centration in the marine environment is low, it is
chemically conserved, and it is harmless to marine
organisms [18.14]. However, SF6 is becoming a use-
ful anthropogenic tracer in studies of the pathways
from the atmosphere into the ocean interior, and
therefore replacement tracers are being sought. Triflu-
oromethyl sulfur pentafluoride (CF3SF5) has similar
properties to SF6 [18.15], but its background in the
atmosphere is too low for it to be useful as a tran-
sient tracer; it may be a viable alternative to SF6.
The method of injection is the same for both gases;
the gas is forced through atomizing orifices so that
droplets dissolve before sinking about one meter below
the release density surface. The gas is pumped con-
tinuously to an injector sled towed behind a slowly
moving ship. The sled tracks a density surface us-
ing automatic feedback control from a CTD sensor
mounted on the sled. Subsequent sampling uses a towed
vertical array of water samplers and temperature–
pressure sensors; samples are analyzed using a gas
chromatograph equipped with an electron capture de-
tector. The minimum detectable amount for both gases
is about 0.01 femtomoles. The achievable sampling
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Fig. 18.13 SF6 concentration 14 months after release in the Brazil
Basin [18.16]

rate using shipboard gas chromatograph is of order
200 samples/d.
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The Brazil basin tracer release experiment provides
an example of the method [18.16]. (Fig. 18.13) shows
the concentration of SF6 14 months after release in early
1996. This data, when coupled with independent mea-
surements of the dissipation rate of turbulent kinetic
energy, support the hypothesis that the tides running over
the rough bathymetry generate internal waves that propa-
gate upwards into the water column where the associated
shear intensifies, inducing turbulent mixing events.

Fluorescent dyes are used for experiments where
higher sampling rates, on the order of 5 Hz, are required

to resolve processes that have time scales of hours to
days [18.17]. Although the minimum detectable level in
this mode is about a million times higher than for SF6,
these dyes are superior for small volumes (about one
cubic kilometer) and short durations (five days). Fluores-
cein, Rhodamine-WT, and Rhodamine-B are examples
of commonly used dyes. Rhodamine-B is a suspected
carcinogen; the other two are both nontoxic. Fluores-
cein is preferable to Rhodamine-WT in that it is less
expensive and the background levels are much lower,
but it decays rapidly in sunlight whereas WT is stable.

18.4 Remote Sensing

Remote sensors measure wave signals that are gener-
ated or modified by ocean processes at some distance.
For the ocean case there are two classes: in situ and ex-
ternal. In the first, acoustics and electromagnetics are
usually implied, often simply extending the range of
what were called point measurements. The latter usu-
ally refers to the electromagnetic sensing of the sea
surface, whether using radars from land or other sen-
sors probing the ocean surface from space satellites. In
atmospheric measurements, sonic detection and rang-
ing (SODAR), light distance and ranging (LIDAR), and
atmospheric GPS tomography are conceptually similar
remote sensing methods (Sect. 17.3).

18.4.1 Acoustic Doppler Current Profilers
(ADCP)

Acoustic Doppler current profilers (ADCPs) are multi-
beam Doppler SONARs used to measure ocean currents.
They have several advantages over point current meters:
they measure a profile of currents, have no moving parts
(and so are not susceptible to stalling or mechanical
fouling), and are nonintrusive.

ADCPs have come into widespread use since the
technology was first introduced [18.18,19] and different
types of profilers have evolved for different applications.
The range, resolution, and accuracy of the measure-
ments depend upon the frequency of the ADCP and on
sampling and environmental factors; some of the main
considerations are discussed below, although it is impos-
sible to be comprehensive here. ADCPs are used from
a variety of platforms: current meter moorings, ships
(through the hull, over the side, or towed), autonomous
undersea vehicles (AUVs), in bottom-mounted config-
urations, or lowered through the water on a wire, to

name a few. Because the ADCP measures only the ve-
locity of the water relative to the instrument, the velocity
of the instrument relative to the Earth must also be
measured accurately. Hence it is important to include
the measurement platform as part of the overall ADCP
system.

An ADCP transmits a pulse of high-frequency sound
(a ping) along multiple acoustic beams and estimates the
Doppler shift in frequency of the sound reflected from
scatterers in the water over successive time intervals
(range gates) corresponding to the distance (range) from
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Fig. 18.14 The ADCP principle of operation
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the transducer to the scatterers (Fig. 18.14). At the fre-
quencies commonly used (from ≈ 10 kHz to ≈ 10 MHz),
the scatterers are primarily plankton and small particles
that are assumed to be passively advected by the cur-
rents. The Doppler shift in frequency is proportional to
the along-beam velocity of the scatterers relative to the
transducer (18.7),

fD = 2 ftub

C
, (18.9)

where fD is the Doppler shift, ft is the transmit fre-
quency, ub is the velocity component along the beam,
and C is the speed of sound in seawater. The beam ge-
ometry and the transducer orientation are used to convert
beam velocities into Earth components: east, north, and
vertical. A minimum of three beams is required to de-
termine a three-dimensional velocity vector. In practice,
a four-beam configuration is common, spaced at 90◦ in
azimuth and at a fixed angle with respect to vertical.
Figure 18.14 illustrates the principle for one beam pair.
A current flowing from left to right will have a compo-
nent towards the transducer along beam A and away
from the transducer along beam B. If the current is
uniform over the distance spanned by the beams, the
Doppler shifts of the transmit frequency will be of equal
size but opposite sign. Two beams determine the hori-
zontal and vertical velocity in the plane defined by the
beams. A second pair is used to determine the ortho-
gonal component of horizontal velocity and a redundant
estimate of vertical velocity.

A basic assumption of the technique is that the scat-
terers are present and that they are passively advected
by the currents. In the ocean the distribution of scatter-
ers varies both geographically and with depth. Scatterers
are often not uniformly distributed with depth; they are
layered, alternating from high concentrations to low, and
there is typically a dramatic decrease at depths exceed-
ing about 1000 m. Scattering layers can introduce bias
in ADCP current measurements in a number of ways.
First, they may swim, and a prime example is diel verti-
cal migration at sunrise and sunset [18.20]. Second, very
strong scattering layers serve as a hard reflector, like the
bottom, and can bias the current measurement. Detect-
ing bias and editing it out is one of the primary data
quality screenings that is applied in post processing.

ADCPs can be categorized by type of acoustic pulse.
Pulses can be coded (broadband) or uncoded (narrow
band). A narrow-band ADCP transmits pulses that are
gated sinusoids and measures the Doppler frequency
shift of the echoes. Narrow-band ADCP bandwidth and
accuracy are inversely proportional to the pulse dura-

tion. A broadband ADCP transmits pulses modulated
with pseudorandom codes and estimates the Doppler
phase shift of the echoes in the range ±180◦ [18.21].
Broadband bandwidth and accuracy are directly pro-
portional to code length. The ambiguity velocity is the
largest velocity that can be measured by a broadband
ADCP, as phase wraps of 360◦ cannot be distinguished.
Ambiguity velocity is an important issue for systems
mounted on platforms that move at great speeds relative
to ocean currents, e.g., vessel mounted, as the ADCP
needs to resolve the velocity of the water relative to
the ship (5–6 m/s) even though the ocean currents of
interest rarely exceed 1 m/s. Increasing the maximum
ambiguity velocity requires decreasing the code length
and therefore bandwidth and accuracy. Broader band-
width also reduces the maximum range and increases
the chance of acoustic interference from other devices.
Hence, although a broadband ADCP has the potential
for better short-term accuracy than a narrowband ADCP,
there are other tradeoffs that need to be considered for
any particular application.

The basic transducer styles are monolithic and
phased array, and either type can be driven with
broadband or narrow-band pulses. A monolithic pis-
ton transducer consists of a single piezoelectric ceramic
disk that generates one beam. A phased-array transducer
consists of an array of small ceramics wired such that
alternate columns or rows can be driven with different
time delays, generating two or four beams simultane-
ously. Transducer style is often an issue when seeking to
maximize the velocity profiling range. Lower-frequency
SONARs get better range because the attenuation and
absorption of sound in seawater is lower at lower fre-
quency. Because the angular beam width varies inversely
with the product of the frequency and the transducer
width, a lower frequency corresponds to a larger trans-
ducer size for a fixed beam width. Large transducers are
more expensive to manufacture and more cumbersome
to deploy. At low frequency, a phased-array transducer
can be more practical than a multibeam monolithic style
transducer because it is smaller, generating multiple
beams from a single transducer. It is more complicated
and expensive to manufacture, however, and variations
among the ceramic elements will degrade the beam
pattern.

The limiting factor affecting the short-term accu-
racy of ADCPs is the theoretical bound on the random
error [18.22], but the overall accuracy of the current mea-
surement is determined by the sum of all random and
bias errors of the ADCP system, i. e., ADCP plus plat-
form motion. To use a specific example, a commonly
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used commercial ADCP is a 150 kHz narrow-band
ADCP manufactured by RD Instruments. At 8 m ver-
tical resolution, the single-ping standard deviation of
horizontal current from this instrument is approximately
11 cm/s. Vector-averaging over 600 s intervals reduces
the standard deviation to less than 1 cm/s [18.23].
Hence, in the absence of any system biases, the pre-
dicted error for averaged currents using this instrument
mounted on a rigid platform is quite small compared
to the variance of the currents being observed. When
used to profile currents from a ship underway, however,
the errors are dominated by the accuracy of determining
the ship’s motion. The ship-relative currents measured
by the ADCP must be rotated into Earth coordinates
using a measurement of ship’s heading, and the ship’s
velocity over the Earth must be subtracted. Because the
ocean current is a small residual between the rotated
ADCP measurement and the ship speed, the calculation
is particularly sensitive to errors in heading and/or trans-
ducer alignment. A heading bias of one degree for a ship
steaming at 5 m/s can introduce an error of 9 cm/s in the
cross-track component of horizontal velocity. Heading
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Fig. 18.15 Currents at 22 m depth measured from the R/V Knorr
during the 1995 Arabian Sea southwest monsoon, overlaid on sea
surface height anomalies from altimetry [18.27]. The Great Whirl
is the large anticyclonic eddy centered at 55◦E (positive sea surface
height anomaly)

bias errors, formerly the most limiting error in ship-
board profiling, have been largely eliminated by the
use of GPS attitude measurements [18.24,25]. With ex-
cellent GPS position and heading measurements, the
accuracy of ocean currents from shipboard ADCP mea-
surements can achieve an accuracy of 2 cm/s for 600 s
averages [18.26].

The ADCP has numerous advantages over point
current meters, and it is used routinely on moorings
and in bottom-mounted configurations. Direction and
orientation are determined from an internal magnetic
compass and pendulum tilt sensors. In addition to pro-
filing currents, the ADCP provides a remote sensing
measure of the scattering layer, useful in estimating
biomass [18.28]. High-frequency ADCPs can be used
to estimate turbulence [18.29, 30].
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Fig. 18.16 Cross track component of current measured
from the R/V Knorr during the 1995 Arabian Sea southwest
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upper 400 m made from continuous underway shipboard
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located at positions indicated by numbers along top axis.
The Great Whirl is seen to have significant current strength
to about 2000 m depth
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Shipboard profiling was one of the earliest uses
of the ADCP [18.31, 32]. The advent of GPS with
its greatly improved accuracy of position and heading
measurements helped to establish the shipboard ADCP
as a standard survey tool. Horizontal resolution is 3 km
(for typical ship speeds); range is limited by the fre-
quency. A 150 kHz ADCP (e.g., (Fig. 18.15)) profiles to
400 m depth in good scattering conditions.

The lowered ADCP is an adaptation to extend the
profiling range to full ocean depth [18.33, 34]. A self-
contained ADCP such as used on a mooring is mounted
on a package usually containing a CTD and lowered
from the surface to the ocean floor. A set of overlapping
profiles of horizontal currents are obtained, each with
a range of about 100–200 m that are first differenced,
averaged, and gridded to form a full depth profile of
horizontal velocity shear. The shear or relative velocity
profile is referenced in a similar manner to the ship-
board ADCP, using accurate GPS. Figure 18.16 shows
a vertical section of cross-track currents measured from
R/V Knorr along the track shown in (Fig. 18.15). The up-
per 400 m was measured by shipboard ADCP; at greater
depths the currents were measured by lowered ADCP
observations made at the fixed station locations indicated
along the top.

18.4.2 Acoustic Tomography

Sound travels faster in warm than in cold water. By
measuring the travel time of sound over a known path,
the sound speed and thus the temperature can be de-
termined. Sound also travels faster with a current than
against. By measuring the reciprocal travel times in each
direction along a path, the absolute water velocity can
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Fig. 18.17 (left) Acoustic paths going through eddies and fronts, and (right) the projection slice theorem

be determined. Each acoustic travel time represents the
path integral of the sound speed (temperature) and water
velocity (18.5). As the sound travels along a particu-
lar ray path, it inherently averages these properties of
the ocean, heavily filtering along-path horizontal scales
shorter than the path length. Over a 1000 km range,
a depth-averaged temperature change of 10 m◦C is easily
measured as a 20 ms travel-time change [18.35].

In ocean acoustic tomography travel time data from
a multitude of paths crossing at many different angles
are used to reconstruct the sound speed (temperature)
and velocity fields (Fig. 18.17). The projection slice the-
orem requires views from many angles to fill in Fourier
wavenumber space, and thus be able to map physical
space via an inverse. The many crossing paths determine
the spatial resolution, and differences in travel times give
the strength of the perturbations.

Figure 18.17 illustrates an important characteristic of
tomographic systems. For N instruments the number of
paths and corresponding data is Npaths = 1/2N(N −1).
For example, there are eight instruments in the figure,
resulting in 28 paths (not all shown); if one more instru-
ment is added 36 paths results with an increase of eight
data for only one additional instrument. This quadratic
growth of data with the number of instruments is one rea-
son why instruments only on the periphery can obtain
high resolution in the interior.

An oceanic vertical sound speed profile and a set of
acoustic rays for 620 km range are shown in (Fig. 18.18).
Because of the competing effects of decreasing tempera-
ture and increasing pressure with depth, a sound speed
minimum occurs at about 1 km depth. This deep-ocean
sound channel (mentioned above in the navigation con-
text), or waveguide [with an index of refraction of C/C0,
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Fig. 18.18 Sound speed profile,
acoustic eigenrays, and predicted
and measured travel times for a range
of 620 km

where C0 is the minimum sound speed � 1490 m/s at
a depth of 1000 m in (Fig. 18.18)], causes acoustic en-
ergy to be trapped in the water column so that it can
propagate great distances without interacting with the
ocean bottom. The sound channel also results in multi-
ple acoustic paths, called eigenrays, between an acoustic
source and a receiver. The eigenrays have different travel
times because they traverse water with different sound
speeds and the path lengths are different. The acous-
tic receiver detects the arrival of multiple pulses, and
each pulse can be identified with a predicted eigenray.
The figure shows the measured predicted arrival pat-
terns for a 620 km path south of Bermuda. The World
Ocean Atlas [18.36] was used to make the predictions.
Recorded arrivals are slightly earlier than predicted,
suggesting that temperatures were above their clima-
tological mean.

Recasting (18.5) and (18.6) results in the perturba-
tion expression:

δt = −R

C

(
δC

C
− u

C
− δR

R

)
, (18.10)

where δt is the travel-time perturbation due to small
perturbations in sound speed δC, range δR, and wa-
ter velocity u along the path. As mentioned above,
for a 10 m◦C temperature perturbation ≈ 0.04 m/s
sound speed perturbation over a 1000 km path, with
C = 1500 m/s, the perturbation travel time is � 20 ms,
which is measured easily when averaged over several
transmissions in one day.

Clearly precise timekeeping and instrument posi-
tioning are required, on the order of a millisecond and
one meter for experiments with ranges > 100 km. The
former is accomplished using either a GPS timing sig-
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Fig. 18.19 Acoustic tomographic mapping of the ocean

nal if available, or a low-power crystal clock combined
with a low-duty-cycle high-power rubidium frequency
standard. If the source is moored on the bottom, possi-
bly swaying in the ocean breeze 4 km above the bottom,
precise navigation is usually accomplished with a local
long-baseline high-frequency (10 kHz) acoustic navi-
gation system (a pinger on the mooring ranging off
transponders on the seafloor).

Most acoustic sources used for oceanography are
limited by transducers and power considerations to
source levels < 195 dB re 1 µPa (260 W). To obtain
a high enough signal-to-noise ratio, pseudorandom
codes are transmitted over long duration at relatively
low power; the received signals are replica-correlated
with a version of the transmitted signal with the result
a single peak. Code processing gains are usually on the
order of 30–40 dB, with the limit determined by ocean
fluctuations that limit the coherent averaging times. Var-

ious frequencies are used depending on range: 20 Hz
and 75 Hz for a multi-megameter, 250 Hz for <1 Mm,
400 Hz for � 300 km, and 5 kHz for 20 km.

Since it was first proposed in the late 1970s [18.37,
38], ocean acoustic tomography has evolved into a re-
mote sensing technique employed in a wide variety
of physical settings [18.39]. In the context of long-
term oceanic climate change, acoustic tomography
provides integrals through the mesoscale and other high-
wavenumber noise over long distances. In addition,
tomographic measurements can be made without risk
of calibration drift; these measurements have the accu-
racy and precision required for large-scale ocean climate
observation. Trans-basin acoustic measurements offer
a signal-to-noise capability for observing ocean climate
variability that is not readily attainable by an ensemble
of point measurements. On a regional scale, tomogra-
phy has been employed to observe active convection,
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Fig. 18.20 (a) Acoustic propagation from a single source to two receivers. (b) Amplitude fluctuations at the two receivers
show a time lag τ that corresponds to the time it takes for turbulence structures to cross the acoustic paths (courtesy of
D. Di Iorio)

to measure changes in integrated heat content, to ob-
serve the mesoscale with high resolution, to measure
depth-independent barotropic currents in a unique way,
and to observe directly oceanic relative vorticity. The
remote sensing capability has proven effective for meas-
urements under ice in the Arctic and in regions such
as the Strait of Gibraltar, where conventional in situ
methods may fail. Coastal, shallow-water tomography
is possible, though acoustic bottom interaction poses
challenges. The acoustic paths are sensitive antennae for
specific wavenumbers of the ocean wave field; the meas-
urement technique is the only accurate in situ method to
measure open-ocean barotropic and baroclinic (depth-
dependent) tides [18.40]. This work led to a renaissance
in the study of tides and ocean mixing (Sect. 18.6.1).

One of the original goals of tomography was to ob-
serve synoptically the mesoscale variability of the ocean.
The acoustic mid-ocean dynamics experiment: moving
ship tomography (AMODE-MST) obtained high-
resolution, nearly synoptic three-dimensional maps
of the ocean over a large area [18.41]. During 50
days in June and July 1991, a ship circumnavigated
a 1000 km-diameter array of six moored acoustic
sources, deploying a vertical receiving array every 3 h
every 25 km to receive the signals from the sources
(Fig. 18.19). The travel-time data along the many acous-
tic paths crossing at many different angles were then
used to reconstruct the ocean sound speed (temperature)
field in a way very analogous to a medical computed
tomography (CT) scan. Sound speed perturbations at
700 m depth on the order of 1 m/s ≈ 0.25 ◦C were
mapped [(Fig. 18.19), top left]. The acoustic travel time
data were inverted to produce this field. For independent
verification and comparison purposes, air-expendable

bathythermograph (AXBT) data (July 18–22) were col-
lected and mapped [(Fig. 18.19), lower left]. The panels
on the right show the line-integral or point sampling
that was used to obtain the maps on the left, with es-
timated errors. The two estimates of the sound speed
are within the uncertainties of each method. This exper-
iment demonstrated that high-resolution maps could be
obtained with this technique in the ocean, and that the
navigation challenges could be overcome.

A limiting case of tomography is an inverted
echosounder (IES, single-layer reflection tomography),
which sits on the bottom and measures the seafloor-to-
surface round-trip travel time. The measured travel time
τ varies primarily due to changes in the heat content
of the water column [18.42]. The recognition that heat
content is well correlated with thermocline depth or dy-
namic height across the thermocline led to the use of τ

to predict these variables for dynamics studies [18.43].
Arrays of IESs can be used to determine horizontal vari-
ations of geopotential height anomaly derived from the
specific volume anomaly profiles; from these full-water-
column (first mode) baroclinic shear profiles relative
to zero velocity at the bottom can be calculated. The
accuracy of this approach, compared to direct current
observations, is excellent [18.44]. Further, a statisti-
cal regression technique has recently been developed
based on the gravest empirical mode (GEM) [18.45].
In ocean regions with stable T–S relationships (most
of the world’s oceans) and where there is a dominant
gravest vertical mode of low-frequency variability (most
of the nonequatorial oceans), τ can be combined with
information on the vertical structure of the water col-
umn (the GEM, derived from CTD profiles) to yield
time series of full-water-column profiles of tempera-
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ture, salinity, and specific-volume anomaly. The limit
of how much independent information can be obtained
from one observable, though, must be recognized.

The major source of noise for large-scale to-
mography experiments are sound speed (temperature)
fluctuations caused by internal waves. There are ongo-
ing efforts to invert this signal to obtain the parameters
of internal wave models [18.46].

Inverting travel times in general for three-
dimensional ocean temperature and velocity is an
involved process that benefits greatly if it is done in
the context of a data-assimilating numerical ocean cir-
culation model. Data assimilation, starting with weather
nowcasting and forecasting decades ago, is just coming
into its stride in oceanography, using Kalman filtering
and adjoint/variational techniques [18.47]. The assim-
ilation of acoustic travel times directly into numerical
ocean circulation models requires the specification of
the measurement functional relating model parameters
to the measured travel times. Only recently have data-
assimilating ocean models had the vertical resolution
for the forward acoustic problem, the calculation of the
travel-time path integral. The wider use and acceptance
of tomography will depend on the data-assimilation
community using the acoustic data.

18.4.3 Acoustic Correlation Techniques

When sound propagates through the ocean, the wave-
front is affected by turbulent fluctuations in the sound
speed field (caused by temperature, salinity, and water
velocity fluctuations), producing amplitude and phase
variations; this is acoustic scintillation. If there is
a larger-scale current advecting these small-scale fluctu-
ations through the sound field, the received sound field
carries information about the mean current. By transmit-
ting sound through the water volume of interest along
two paths, and cross correlating the two received signals,
one can obtain the mean current perpendicular to the two
paths (Fig. 18.20). This inverse process assumes certain
forms for the spectrum of the turbulent fluctuations, e.g.,
isotropic turbulence.

Figure 18.21 shows other possible geometries in-
tegrating the simple acoustic travel-time concepts
mentioned above, using reciprocal transmissions and
multiple transceivers to obtain mean flow shear, currents,
and sound speed both perpendicularly and along the
paths, and vorticity. With appropriate amplitude weight-
ing of acoustic beams, one can determine some range
dependence. Measurements have been made with these
scenarios in tidal channels [18.48].
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Fig. 18.21 (a) Parallel acoustic paths between two sources and two
receivers. (b) Reciprocal transmission, where all transducers trans-
mit and receive. (c) Two-dimensional arrays for shear and turbulent
anisotropy measurements. (d) Linear arrays for spatial filtering of
flow and turbulence parameters along the path. (e) Triangular ar-
ray with paired transducers at each corner for horizontal velocity,
turbulence, and vorticity measurements (courtesy of D. Di Iorio)

The acoustic scintillation flow meter (ASFM) has
been commercialized (ASL Environmental Science).
One version measures flow in hydroelectric dam pipes,
and another measures flow in channels, e.g., the Second
Narrows, Port of Vancouver. An ASFM system has been
operating successfully in the Fraser River, on the British
Columbia coast, since 1991.

18.4.4 Electromagnetic Sensing
Using the Geomagnetic Field

The low-frequency (< 0.5 cycles per day) horizontal
electric fields (HEFs) in the ocean are dominated by
motional induction caused by the motion of conductive
seawater through the Earth’s permanent magnetic field.
For the case of a flat-bottomed ocean with the length
scale of the flow much larger than the water depth, a the-
oretical relationship between the HEF and the horizontal
water velocity can be derived [18.49,50]; the motionally
induced voltage E measured over a horizontal distance
L caused by the ocean flow though the Earth’s magnetic
field Bz is (18.8)

E = V∗ Bz L , (18.11)
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Fig. 18.22 Florida Strait transports (solid line in Sv) compared with
the NAO (dashed line, rescaled and unitless [18.51])

Fig. 18.23 Absolute velocity profiler (AVP); electrodes are
in the black ring (courtesy of T. Sanford)

where V∗ is the vertically averaged flow, weighted by
the conductivity σ

V∗ =
∫

(σV ) dz∫
σ dz

. (18.12)

To a first approximation V∗ is the vertically averaged
ocean velocity over the horizontal path L . The pertur-
bation influence of mild and strong topography has also
been considered.

If the conductivity profile is known from indepen-
dent data, and if there is independent information about

the vertical shear of the horizontal currents, then the
small conductivity bias is easily removed from the HEF-
derived water velocities to yield the depth-averaged
current – the transport, often called the barotropic
velocity. Successful demonstrations of the theoreti-
cal relationship between HEFs and barotropic currents
have been reported for point seafloor HEF measure-
ments [18.52], for moving platforms [18.53], and for
seafloor cables [18.54].

Fixed Sensors (Bottom Arrays, Cables)
Bottom instrument packages with two crossed electrode
pairs with 6 m separation have been used to measure
V∗ and infer the barotropic velocity. A mid-latitude Bz
of 36 µT and V∗ of 1 cm/s (typical of mid-gyre open
ocean) gives a voltage of 2 µV. Even very stable silver–
silver chloride electrodes drift much more than this; to
overcome this drift, a water chopper switch is used to
periodically reverse the polarity of the measurement.
New designs are in progress to simplify the chopper.
Given the simplicity and robustness of this method of
measuring the barotropic flow, it will likely be used more
in new long-term ocean observatories.

Many submarine cables have and are being used
to measure the motionally induced voltages generated
by water flow. An example of a short cable is the one
crossing the Ria de Aveiro lagoon in Portugal, where
a large tidal flow occurs [18.55]. The cable crossing the
lagoon is 280 m long, so the measured (tidal peak) value
of E = 10 mV gives a V∗ = 1.0 m/s (using the value
of Bz above). Combining this with the average depth
of 15 m gives a flow rate or transport of 4 × 1010 m3/s.
When tidal signals are removed, the weaker, residual
flows are relevant in studying seasonal variations caused
by river run-off, wind-forced currents, etc.

One of the first demonstrated links between ocean
circulation and a climatic index, aside from the El
Niño/Southern Oscillation, is provided by what may
be the longest time series of ocean transport in exis-
tence. Measurements of the horizontal electric potential
across the Florida Straits are directly related to the vol-
ume transport of the Florida Current; they were initiated
in 1969 and have been measured since 1981 on inac-
tive and powered submarine telecommunications cables,
with calibration factors of 41 and 67 mV S/v and es-
timated uncertainties of 0.7 and 1.9 Sv, respectively
(1 Sverdrup = 106 m3/s). This long effort has demon-
strated a significant relationship (correlation R = 0.75
at 95% CI) between the transport of the Florida Cur-
rent and an index of short-term climate variability over
the North Atlantic called the North Atlantic Oscilla-
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tion (Fig. 18.22; [18.51]). Only such long records of
spatially averaged quantities are suitable for statistical
analysis.

Cable voltages are monitored around the world on
an opportunistic basis using retired submarine telecom-
munications cables. The reader is referred to the most
recent proceedings of the quadrennial conferences on
scientific uses of submarine cables [18.56].

Moving Sensors
When the measurement electrodes are moving through
the water at velocity V , then the measured voltage is

E = (V − V∗)Bz L . (18.13)

For the case of electrodes towed behind a ship, of-
ten called the geomagnetic electro-kinetograph (GEK),
near-surface currents can be measured. Two electrodes,
one behind the other in the tow direction, measure veloc-
ity perpendicular to path. With accurate ship navigation
(and velocity), the absolute V∗ can be obtained [18.57].
This technique, though known for a long time, is little
used.

Free-falling probes are often used to obtain vertical
profiles of velocity, especially for turbulence and fine
structure measurements where no vibration is permissi-
ble, (Fig. 18.23). An ADCP on the nose measures water
velocity, with an absolute velocity reference provided
by the fixed bottom, sensed by the ADCP.

18.4.5 Surface Current Mapping
Using Radar Backscatter
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Fig. 18.24a,b HF radar surface currents (a) and particle trajectories (b) for Monterey Bay, California

Radar backscatter measurements over the ocean in the
1950s showed obvious Doppler shifts [18.58, 59] (see
references in a recent review [18.60]). Under Bragg
scattering conditions, surface waves with a length half
that of the radio waves constructively reflect energy, in
a manner analogous to X-ray diffraction from atoms in
a crystal lattice. The frequency shift relative to the carrier
in the absence of a current is

f = ±√
(g/πλ) , (18.14)

where λ is the radio wavelength and is related to the
advancing and receding phase velocity of the surface
waves. A mean current displaces both of the correspond-
ing peaks in the frequency spectrum by an amount equal
to the associated Doppler shift. In this case the waves
act as strongly reflecting passive tracers that produce
a Doppler shift. The radar antenna beam pattern is usu-
ally such that a number of azimuthal beams are formed.
The radar signal returns are range-gated, so that radial
velocity is obtained as a function of the azimuth an-
gle. With two or more radar stations horizontally offset
providing geometrically independent data sets, a vector
map of velocity can be formed. High-frequency (HF)
radars of 3–30 MHz, and more commonly 12–25 MHz
(25–12 m wavelength), are used. The lower frequencies
can reach 200 km ranges with range bins of 5–10 km,
while the higher frequencies reach 50 km with range
bins of 1–3 km.

The current this method senses is not just the surface
current but some average of the current in the upper water
column because of the interaction between the exponen-
tially decaying surface gravity wave orbital velocities
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and the vertical profile of the current. The weighting fac-
tor is exp(−2kz), the attenuation of wave orbital velocity
with depth. For various reasonable, assumed current pro-
files (influenced by geostrophic currents, mixed layer
processes, and Stokes drift), the sampling depths are all
less than about one meter, but greater than an electro-
magnetic skin depth of a few centimeters. It may be
possible to use different frequency radars (sensitive to
different surface waves and their depth sampling) to ex-
tract depth-dependent velocity information. In the future
it is not unreasonable to expect accuracies to drop from
the present� 10 cm/s to 2–5 cm/s, the typical precision
due to the frequency resolution of the Doppler spectrum,
given further instrument development and verification.

Figure 18.24 shows recent measurements made in
Monterey Bay, California, based on data from a four-site
HF radar network. Data from these systems are pro-
cessed in real time. A normal-mode analysis mapping
of the raw data makes it possible to produce contin-
uously updated surface particle trajectories. Currents,
particularly during the summer months, are now known
to be driven in nearly equal proportions by eddies and
upwelling filaments, sea breeze winds, and tidal fluctua-
tions. The two-dimensional current maps available from
the HF radar network make it possible to observe and
separate the effects of these multiple driving forces.

Recent measurements such as these have led to
much broader acceptance of radar data within the
oceanographic community (see the collection of arti-
cles [18.61]). As of 2004, there are approximately 100
active antennae sites in the US, most funded for research.
A contiguous HF radar system spanning the east coast
of the US has recently been demonstrated. HF radar
will likely be one of the first components of the nascent
operational coastal observing systems.

18.4.6 Satellites

Besides the intrinsic value of their data products, satel-
lite observations are of use to oceanographers to provide
an additional context for their in situ measurements
(Sect. 17.4). Several satellites relevant to oceanography
research are described here.

The first oceanographic satellite was Seasat,
launched in 1978. While it operated for only 105 days,
it demonstrated many of the sensing modalities of sub-
sequent satellites: radar altimetry to measure sea surface
height, microwave scatterometry to measure wind speed
and direction, scanning multichannel microwave ra-
diometry to measure the sea surface temperature, visible
and infrared radiometry to identify cloud, land, and

water features, and synthetic aperture radar (SAR) to
observe the global surface wave field and polar sea-ice
conditions. Seasat launched an entirely new mode of
oceanography, one that for the first time had a global
perspective.

The topography experiment (TOPEX)/Poseidon and
Jason-2 altimeters measure sea surface height to an ac-
curacy of ±4 cm with a 10 day repeat cycle, nominal
equatorial track spacing of 315 km, and an orbital pe-
riod of� 2 h. This allows the mapping changes in surface
geostrophic currents as well as (time invariant) seafloor
topography (seamounts affect local gravity and thus the
sea surface height). The Gulf Stream, for example, has
a 1 m sea surface height difference across it; a typical
mesoscale eddy yields a 10 cm signal. The accuracy is
a true tour de force, given that the total range is 1300 km
(3 parts in 108).

Scatterometers today provide most of the operational
observations of ocean wind speed and direction. Because
the area and amplitude of centimeter-wavelength sur-
face (capillary) waves is a function of wind speed, radar
backscattering at the same wavelengths can be used to
infer wind speed; by observing at different angles, the
wind direction can be inferred. QuikScat, launched in
1999, maps out a 1800 km swath during each orbit and
provides � 90% coverage of the ocean each day. Esti-
mated accuracy is ±1 m/s with a wind-vector resolution
of 25 km.

Sea surface temperature has been determined since
1978 using the US National Oceanic and Atmospheric
Administration (NOAA) polar-orbiting advanced very
high-resolution radiometer (AVHRR). The instrument
uses a scanning mirror/telescope to obtain a 2700 km-
wide swath and views the Earth roughly twice a day.
Absolute accuracy of ±0.5 ◦C is obtained when com-
pared with in situ data (such as from ships and buoys).
Due to the eruption of Mt. Pinatubo in 1991 and an in-
crease of aerosols in the atmosphere, modifications had
to be made to the original algorithm; this was deter-
mined only years after the eruption. The inconsistency
in the data was a significant problem in understanding
global climate change. The recently deployed moderate-
resolution imaging spectroradiometer (MODIS) on the
Terra and Aqua satellites is an optical scanner that views
the Earth in 36 channels with spatial resolution ranging
from 250 m to 1 km; several of these channels overlap
directly with the AVHRR channels.

The tropical rainfall measuring mission, launched in
1997, uses a precipitation radar with a horizontal reso-
lution at the ground of about 4 km and a swath width of
220 km. It provides vertical profiles (250 m resolution
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for vertical viewing) of rain and snow from the surface up
to a height of about 20 km, detecting rain rates down to
about 0.7 mm/h. At intense rain rates, where the attenua-
tion effects can be strong, new data-processing methods
have been developed that help correct for this effect.

Aquarius is a planned National Aeronautics and
Space Administration (NASA) mission (�2009) to mea-
sure sea surface salinity. The basis of the measurement
is the dependence of the dielectric constant of seawa-

ter on salinity at microwave frequencies. The dielectric
constant determines the surface emissivity, and this de-
termines the brightness temperature, the measurable
parameter. The baseline mission with an 8 day repeat
cycle with a 350 km swath would provide 100 km reso-
lution with an accuracy of 0.2 psu when averaged over
a month. This will permit a reliable seasonal cycle to be
measured.

18.5 Measurement Systems

Much of the challenge in oceanography is fielding the
instrumentation; to reduce delivery costs it is usually the
case that multiple sensors are combined into a suite of
sensors supporting a common measurement objective.
Here several examples are given: expendable sensors,
a fixed bottom instrument package, a towed one, and
several mobile platforms. In oceanography, there is
always a tension between expendable, low-cost, low-
accuracy probes and more-permanent, high-cost, and
accurate sensor packages. Lastly, a description of the
cabled, general-purpose long-term ecosystem observa-
tory (LEO-15) is given; this example illustrates a trend
to long-term sustained observations.

18.5.1 Expendable Sensors

In the early days of modern oceanography (World
War II until the 1960s), bathythermographs (BTs) were
deployed to 300 m from underway ships to measure
temperature profiles (to obtain sound speed for anti-
submarine warfare). In a small torpedo-shaped tow
fish, a U-shaped xylene-filled copper tube swung an
arm with a stylus across a glass slide coated with
a thin layer of gold. Being somewhat awkward and lim-
ited in capability, these were replaced by expendable
bathythermographs (XBTs). These similarly shaped de-
vices contain a thermistor in the heavy lead nose and
a spool of very fine, two-conductor wire in the tail.
A corresponding spool of wire in the deck portion of
the system assures no tension is on the wire. These free-
falling probes can reach 1800 m, and cost about $50
each. Accuracy is� 0.1 ◦C and depth is determined from
a fall rate equation. There are now expendable sound ve-
locimeters, CTDs, and (electromagnetic) current meters
(more expensive); all are deployable from aircraft also.

18.5.2 HPIES

With the advent of sustained long-term ocean obser-
vatories, it will be important to choose sensors for
their proven oceanographic utility, their resistance to
degradation, and their ability to measure oceanographic
variables remotely (an advantage that enhances relia-
bility). An HPIES sensor suite combines a horizontal
electrometer (HEM), a bottom pressure sensor, and an
inverted echosounder measuring seafloor-to-sea surface
acoustic travel time (Fig. 18.25). These measurements
are integrating variables [18.62] because they are dom-
inated by the currents and thermal variability with the
largest vertical scales (and sometimes the largest hori-
zontal scales). As such, these variables are ideal for
observing the meso- to gyre-scale variations of the ocean
circulation that are most likely related to climate change.

Arrays of IESs yield four-dimensional views (x,
y, z, and t) of water properties and low-frequency
(< 0.5 cycle per day) baroclinic (depth-dependent) cur-
rent shear. Arrays of HEMs yield three-dimensional
views (x, y, and t) of conductivity-weighted barotropic

Fig. 18.25 A pressure inverted echosounder unit (PIES,
courtesy of D. R. Watts)
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velocity. The HEM-IES combination is greater than the
sum of the parts, because it yields four-dimensional
views of absolute water velocity. The accuracy of the
derived absolute velocities has been demonstrated in an
experiment in the Sub-Antarctic Front. Like the horizon-
tal electric field variations, low-frequency pressure vari-
ations are related to an integral (in this case, horizontal)
of water velocity fluctuations, and it can be argued from
geostrophy that bottom pressure will be more sensitive
to, if not dominated by, the motions with largest hori-
zontal scales. As such, bottom pressure is a good partner
with IES and HEM arrays, and thus HPIES. Among
other applications, bottom pressure has been employed
in studies of the variability of strong frontal currents
(e.g., the Gulf Stream [18.63] and the Antarctic Circum-
polar Current [18.64]), and studies of the kinematics and
dynamics of atmospherically forced barotropic variabil-
ity [18.65]. The combination of bottom pressure and
two-component barotropic velocity gives the energy flux
vector, useful in any dynamical context, as well as be-
ing a substantial improvement over the single pressure
sensors presently used for tsunami detection.

In the future, IES acoustic transceiver arrays can
also be used in a tomographic mode, precisely measur-
ing travel times along acoustic ray paths between nodes.
Given typical sound speed profiles one can expect at least
surface reflected rays connecting bottom instruments up
to a separation of 50 km in the deep ocean. With an ar-
ray the number of paths grows quadratically. The travel
time data can be inverted to produce the horizontal fields
of temperature, velocity, and vorticity, complementing
the more-local IES, HEF, and bottom pressure measure-
ments. Higher-order statistics of the acoustic signals can
be inverted to produce internal wave parameters (e.g.,
travel-time variance and internal wave strength).

18.5.3 Moored Profiler

Fixed sensors alone cannot provide all the required sam-
pling; nor can any single sensing system. The moored
profiler (Fig. 18.26) is one new tool that offers a vast im-
provement over fixed-depth sensors. By crawling up and
down a standard mooring wire, it measures time series
of temperature, salinity, and velocity profiles. Measur-
ing entire profiles instead of a handful of discrete depths
enables calculation of shear, strain, and turbulent dis-
sipation (from overturns and shear parameterizations),
while covering the entire water column. The system has
been deployed in over 20 experiments with successes
far outnumbering failures; the number of present and
planned deployments indicates its reliability.
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Fig. 18.26 A McLane moored profiler being recovered in
the Puget Sound (courtesy of M. Alford)

Moored profilers have already resulted in substantial
scientific advances in our understanding of variabil-
ity in the eastern Atlantic, internal tides and mixing
near Hawaii [18.66] and on the Virginia continental
slope, the variability of the Kuroshio extension [18.67],
and the evolution of arctic thermohaline layers and
double-diffusive layers in the Barbados staircase. Fu-
ture developments to the platform will likely include
increasing profiling speed from 0.25 m/s to 0.4 m/s to
reduce tidal aliasing, adding payload capability (e.g.,
more sensors), and providing docking to external power
and communications (either via a seafloor cabled ob-
servatory system or a large battery pack and acoustic
modem, for instance).

18.5.4 TriSoarus Towed Vehicle

Fig. 18.27 Trisoarus towed undulating vehicle (courtesy of
C. Lee)
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TriSoarus is a towed, undulating vehicle for high-
resolution, three-dimensional surveys of the upper
ocean. TriSoarus began life as a SeaSoar vehicle, but
has been heavily modified to increase profiling range
on unfaired cable. Large symmetric foil section wings
and a gravity-driven roll-stabilizing aileron significantly
enhance range and stability compared to a stock Sea-
Soar. The actuator and telemetry system have been
upgraded by adapting Triaxus components (another box-
kite towed vehicle). Thus, the two vehicles have identical
subsea and topside electronics suites, down to the soft-
ware control algorithm. Instrument payloads are similar.
TriSoarus provides flexible support for a wide range
of payloads, including physical, optical, biological and
chemical sensors, and the system has been designed to
ease the integration of new instruments. The basic sensor
suite includes a CTD, chlorophyll fluorometer, transmis-
someter and dissolved oxygen sensor, with a fiber-optic
tow cable providing high-bandwidth telemetry. At a typ-
ical tow speed of 8 knots, the vehicle profiles from the
surface to 200 m, providing along-track resolutions of
2 km or better.

The TriSoarus has been used in the Adriatic Sea to
measure the response to three primary driving forces:

1. wintertime Bora winds
2. weaker, along-basin Sirocco winds
3. seasonal buoyancy input from the Po River and other

sources;

all govern the evolution of coastal filaments, eddies, and
fronts in the northern Adriatic.

18.5.5 Turbulence
and Small-Scale Structure

Seawater density is determined primarily by tempera-
ture and salinity, and the different molecular properties
of these two scalars give rise to many interesting phe-
nomena. Differential diffusion of heat and salt has
the potential to radically alter large-scale ocean cir-
culation due to freshwater mixing in polar regions.
These phenomena are also important in estuaries where
salt stratification is crucial to mixing. Anywhere there
is warm salty water below cold fresh water, double-
diffusive salt fingering can occur.

To study such phenomena, the MARLIN towed
vehicle carries a fast salinity probe, which resolves
conductivity and temperature on sub-centimeter scales
(Fig. 18.28). Hundreds of kilometers of salinity data
were obtained from MARLIN in 2002 during the Hawaii
ocean mixing experiment (Sect. 18.6.1 below).
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Fig. 18.28 The MARLIN fast salinity probe (courtesy of J.
Nash)
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Fig. 18.29 Shear probe and microstructure profiler (Alec Electron-
ics, Kobe)

Turbulence measurements must be made on plat-
forms that are free of vibration; this has driven the
development of free-falling microstructure measure-
ment platforms. Turbulent velocity fluctuations are
measured with a shear probe (Fig. 18.29), which is
the standard sensor for turbulence measurements. The
probe’s sensing element consists of a parabolically
shaped, axially symmetric flexible rubber tip. For small
angles of attack, the oncoming flow with velocity W
produces a hydrodynamic lift force proportional to
the cross-stream velocity component. A piezoceramic
beam, located at the center of the rubber tip, translates
the lift force into an electrical signal. Differentiat-
ing this produces a signal proportional to the rate of
change of cross-stream velocity du/dt. Under Tay-
lor’s frozen-field assumption, the velocity shear is then
du/dz = W du/dt.

18.5.6 Floats
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Fig. 18.30 Four MLF2s ready for Hurricane Isidore after
Puget Sound testing in July 2002 (courtesy of E. D’Asaro)

Float platforms are increasingly used to carry a pay-
load of diverse sensors dependent on the application.
A recent float developed at the Applied Physics Labo-
ratory is the mixed layer float-2 (MLF2, (Fig. 18.30)).
Earlier experience showed that, although much could be
learned from temperature and pressure measurements,
these alone were insufficient to diagnose the dynam-
ics of oceanic turbulent boundary layers. Measurements
of shear, stratification, and surface waves are necessary.
Furthermore, accurate ballasting of the floats under con-
ditions of strong mixing in general requires knowledge
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Fig. 18.31 Seaglider: (left) components and (right) being deployed in 2004 in the north Pacific

of the density of the seawater, so salinity measurements
were needed. Also, there is a great potential for studying
biological phenomena using optical sensors. Finally, ad-
vances in satellite communications offered two-way data
transmission so that floats can be controlled and their
mission parameters modified remotely. These factors
dictated the construction of a larger float with sufficient
power (a larger battery pack; solar cells for duration)
and the capability of easily accommodating a variety of
sensors.

MLF2 displaces 50 L and has the ability to surface
repeatedly by controlling 750 cm3 of active volume con-
trol with an extruding piston. It has a cloth drogue,
but this can be folded and unfolded as many times as
desired. The MLF2 mission consists of periods of La-
grangian drift typically 12 h long. Between these the
float surfaces, uses GPS to determine its position, and
transmits its position and some of its data using Iridium.
It then waits for instructions before beginning another
drift period.

The float can carry a large instrument suite, includ-
ing a Doppler SONAR, altimeter, CTDs, accelerometers,
a photosynthetic active radiation (PAR) sensor, fluorom-
eter, and horizontal electric field sensors. MLF2 has been
used in a study of the wintertime North Pacific mixed
layer in 2000 and in studies of upwelling off Oregon in
2000 and 2001. An air-deployment package was used to
deploy MLF2s into hurricanes during 2002–2004.

The sensors allow much better understanding of the
behavior and accuracy of floats. For example, in a strat-
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ified fluid, the dominant cause of drag on the float is the
radiation of internal waves. This internal wave drag is
much larger than the normal form drag at low speeds
and causes the floats to be Lagrangian for frequencies
higher than about NB/30, where NB is the buoyancy fre-
quency. Because most mixing events in a stratified fluid
happen on time scales of about NB, this means that floats
can be good instruments to measure mixing rates in the
ocean interior. These results are described in a recent
paper [18.68].

18.5.7 Gliders

Gliders are autonomous mobile platforms that use
changes in buoyancy combined with wings to provide
a horizontal motive force. As with Argo and other floats,
oil is pumped in and out of an external bladder to effect
the buoyancy change. There are three presently pro-
duced: the Spray (Scripps Institution of Oceanography),
the Slocum (Webb Research Corp.), and the Seaglider
(University of Washington) (Fig. 18.31); many variants
are in progress. Gliders fill a niche between floats and
powered vehicles, providing a directed platform with
long duration.

The Seaglider [18.69] changes its attitude by me-
chanically shifting its battery pack fore and aft and side
to side. When it surfaces, a combined GPS/Iridium an-
tenna extends about one meter above the water. GPS
provides position and time synchronization. Iridium pro-
vides real-time 2400 baud two-way communications;
missions are routinely controlled from shore and new
software can be uploaded. Typical sensors are tem-
perature, conductivity, pressure, and dissolved oxygen.
Because buoyancy/volume and drag are significant is-
sues, interfacing new sensors is nontrivial.

Figure 18.31b shows a Seaglider in the process
of being launched from an oceanographic vessel for
a cross-Pacific mission that lasted 6 months, made 600
dives and covered 3 Mm at 1/2 kt using an average of
1/2 W. This particular glider carries a RAFOS acoustic
receiver; ranges to 1900 km were obtained.

18.5.8 Autonomous Undersea Vehicles
(AUVs)

AUVs are now used for short-duration (typically 1 day
at 3 kt) missions, carrying a variety of sensors ranging
from simple CTDs to very sophisticated bottom mapping
SONARs. An example of a small one (19 cm diameter,
160 cm long, 37 kg) is the REMUS (remote environmen-
tal monitorung units) vehicle (Fig. 18.32). A standard

Fig. 18.32 REMUS AUV (Hydroid, Pocasset)

configuration carries a small up- and down-looking
ADCP, CTD, sidescan SONAR, and light-scattering
sensors; other sensors that have been used (not all at
once) include an acoustic Doppler velocimeter, a shear
probe, a plankton pump, up and down looking radiome-
ters, a DIDSON (dual frequency identification sonar)
acoustic lens, GPS, and deployable acoustic navigation
transponders. These are still rather expensive (250 000
US$) and require skilled technical support. Two other
vehicles are the autonomous benthic explorer (ABE,
Woods Hole Oceanographic Institution) intended for
deep use around topography (e.g., measuring verti-
cal heat flux above hot vent fields), and the Dorado
(Monterey Bay Aquarium Research Institute), a large
(21 in-diameter) vehicle that has been used under the ice
in the Arctic. The latter application will likely be a ma-
jor driver for AUVs and gliders, as a means of directed
sampling. The military is a major driver behind glider
and AUV development.

18.5.9 LEO-15

The long-term ecosystem observatory (LEO) off the
US New Jersey coast (Fig. 18.33) is a forerunner of
ocean observing systems of the future. The core is a ca-
bled node in 15 m of water, installed in 1996. Many
in situ sensors and platforms are connected to this cen-
tral core: winched CTD, ADCP, benthic acoustic stress
sensor (BASS) tripod, electromagnetic current meter,
optical backscatter, wave height and period, tempera-
ture, and fluorescence, video cameras, optical profiling
node with chlorophyll, dissolved organic matter, fluores-
cence, spectral light backscatter, and particle size, and
a REMUS AUV docking station. Around it are many
autonomous instruments (some on land): moorings with
temperature, salinity, and current sensors, IMET (im-
proved meteorological) meteorological buoy, HF radar
buoy extending the range of the shore-based system, hy-
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Fig. 18.33 Long-term ecosystem observatory (LEO-15) instrumentation used for the 2000–2001 experiment (courtesy of
O. Schofield and S. Glenn)

perspectral radiometers to provide ground truth for new
satellite sensors, gliders and AUVs, land IMET sensors,
and SODAR for wind profiles (Chap. 17). These sen-
sor systems are complemented by ships, aircraft, and
satellites.

A major goal of this integrated ocean observatory is
to develop a real-time capability for rapid environmen-
tal assessment and physical and biological forecasting
in coastal waters. To this end, observational data from
all sources are collected in real time, permitting adaptive
sampling of episodic events and assimilation into ocean
forecast models. This measurement-rich situation pro-
vides a unique opportunity to refine and verify models.

To date, the complex sampling shown in the figure can
only be sustained for one or two months at a time.

18.6 Experiment Case Studies

Actual oceanographic field experiments are usually ex-
pensive and often last a number of years, with analysis
taking a decade or more. There is always a variety of

measurements made using diverse technologies that fa-
cilitate novel approaches to the science questions. Two
cases illustrate the complexity.

Part
C

1
8
.6



Oceanographic Measurements 18.6 Experiment Case Studies 1209

18.6.1 Hawaii Ocean Mixing Experiment
(HOME)

The ocean’s steady-state thermohaline structure is deter-
mined by downward diffusion balanced against upward
currents. An outstanding oceanographic problem is
that independent measurements of the ocean’s verti-
cal temperature structure and the amount of turbulent
mixing are not consistent. Measurements find approxi-
mately one tenth of the mixing necessary to agree with
the warm temperatures detected in the ocean’s depth.
A long-standing suggestion is that mixing does not
occur uniformly over the entire ocean, but is concen-
trated in the vicinity of rough topography (Sect. 18.3.3).
The Hawaii ocean-mixing experiment (HOME) has
been an effort to test this theory with observations and
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Fig. 18.34 HOME field program

computational models of mixing along the Hawaiian
Ridge [18.70].
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Fig. 18.33 Schematic of energy cascade near abrupt topo-
graphy like the Hawaiian Ridge
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The Hawaiian Ridge is an attractive place for a mix-
ing experiment because the topography is steep and
energy is available for mixing in the form of tides, which
strike the ridge perpendicularly (Fig. 18.33). Recent in-
ferences from satellite altimeter data suggest that half
of the 2 TW required for ocean mixing can be derived
from the tides. Mixing is envisioned as a cascade from
barotropic surface tides, through baroclinic internal tides
and breaking internal waves, to turbulence.

Observing the tides-to-turbulence cascade in the
ocean is a considerable challenge. Spatial scales range
from megameters (the size of ocean basins and ma-
jor topographic features) down to centimeter scales,
where molecular diffusion occurs. The HOME project
used an integrated program of modeling and observa-
tion; the latter includes components to survey the entire
ridge, as well as to study far- and near-field regimes
(Fig. 18.34). The numerical modeling of surface and in-
ternal tides and the analysis of historical data completed
the experimental approach.

Two major challenges were to isolate baroclinic vari-
ability associated with the tides from a background of
energetic processes and to extrapolate the results ob-
tained from HOME to other regions of the ocean where
the tides are an important energy source for open ocean
mixing. In both regards, numerical models provide the
means for interpretation of a comprehensive but un-
dersampled set of observations, and data assimilation
provides an optimal way to combine all available data
into dynamically consistent estimates of barotropic and
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Fig. 18.35 Moored temperature as a function of depth and time in
the eastern Kauai Channel near the Kaena Ridge [18.70]

baroclinic energy fluxes, and hence to constrain the
amount of tidal energy available for localized mixing.
Models can also be used to determine the topographic
and oceanic conditions favorable for energetic tide-
induced mixing, and thus experiment planning. Finally,
models provide a dynamical context in which to synthe-
size and generalize the results, providing the opportunity
to evaluate various turbulent closure schemes against
direct and integrated measures of dissipation and diapyc-
nal mixing.

Historical data from moored current meters, CTDs,
and ADCPs (collected for other purposes) were analyzed
for the presence of signatures of fine-scale mixing activ-
ity, with the results being grouped according to depth,
isopycnal, proximity to topography, or other environ-
mental variables. This work helped to determine the
locations and ubiquity of regions where strong mixing
activity appears to be common irrespective of energy
source and this has guided the subsequent deployment
of field resources.

The survey component-quantified the geographic
variability of turbulent mixing (shear, stratification, and
dissipation) in the vicinity of the Hawaiian Ridge.
Five cruises in 2000 were conducted measuring tem-
perature, salinity, horizontal and vertical velocity,
turbulent energy dissipation, optical attenuation, acous-
tic backscatter, and seafloor topography. Horizontal
resolution was as fine as O(1 m), with ranges of roughly
1000 km along the ridge and 100 km across the ridge.
The finest vertical resolution was O(1 cm), ranging over
the entire ocean depth. In an extensive survey along the
3000 m isobath, the absolute velocity profiler (AVP,
(Fig. 18.23)) was used to estimate the semidiurnal in-
ternal tide energy-flux radiating away from the ridge,
confirming energy was originating at the ridge rather
than passing through it. Other measurements were made
using SeaSoar (measuring stratification and shear to
300 m), the advanced microstructure profiler (AMP),
and towed body (MARLIN, (Fig. 18.28)) capable of
making measurements of turbulence and fine structure to
depths of 3400 m, and moorings with ADCPs and other
instrumentation. Model energy-flux hot and cold spots
were consistent with these and other observations though
with some differences in magnitude and direction.

The survey results guided the selection of sites for
the near- and far-field components. The former included
many of the same measurements as for the survey, con-
centrated on the Kaena Ridge, a representative mixing
hot spot, on the northwest side of Oahu bordering the
Kauai Channel. The far-field experiment consisted of
tomographic arrays and pressure sensors and horizontal
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electrometers on the north and south sides of the ridge.
These were used to estimate the first two terms of the
equation:

Energy lost from the barotropic tide

= (baroclinic tide radiative energy)

+ (local dissipation) .

R/P FLIP (floating instrument platform) (Fig. 18.38)
was included in both the near- and far-field components
to obtain high-resolution vertical profiles and Doppler
SONAR data.

In combination, these measurements provided strik-
ing evidence that energy is being transferred from the
incident tide to internal waves that then break, giving
rise to turbulence. This occurs mainly at local hot spots.
A modest amount of energy radiates as baroclinic tides
into the ocean interior; most appears to be dissipated lo-
cally. This conversion from the tides to turbulence repre-
sents a cascade of energy from the very large tidal scales
of 1000 s of km, down to the relatively tiny scale of tur-
bulent dissipation, approximately 1 cm. A mooring near
the Kaena Ridge (Fig. 18.35) equipped with temperature
(and other) sensors showed peak-to-peak internal wave
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Fig. 18.37 FAIRS focused on coordinated measurements to improve understanding of air–sea interaction and its effects
on remote sensing
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Fig. 18.36 Energy flux and potential and kinetic energy as a function
of depth and range on the Kaena Ridge (courtesy of J. Nash et al.)

displacements of 300 m (compared with the 1 m surface
tide) during spring tide at the semidiurnal period [18.70].
Baroclinic generation occurs over the steep upper flanks
of the ridge and forms beams that propagate upward and
downward. Superposition of waves from the northern
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Fig. 18.38 R/P FLIP drifted freely so the hull rotated to
remain in the same orientation to the prevailing wind

and southern flanks of the ridge (and traveling in oppo-
site directions) produce a standing-wave pattern over the
ridge top. The standing wave has no net energy flux, but
the interference of waves produces regions of high and
low available potential energy-to-horizontal kinetic en-
ergy (APE:HKE) ratio that correspond to the ridge flanks
(high APE) and ridge top (low APE) (Fig. 18.36).

18.6.2 Fluxes, Air–Sea Interaction,
and Remote Sensing (FAIRS)

To better characterize and quantify the transfer of mo-
mentum, heat, and gas across the air–sea boundary,
measurements of their underlying physical mechanisms
were made using remote sensing instruments as part
of the fluxes, air–sea interaction, and remote sensing
(FAIRS) experiment (Fig. 18.37). This was a 32 day ex-
cursion aboard the research platform R/P FLIP off the
coast of Monterey, California. FLIP is a unique 100 m
vessel that is towed to sea and is literally flipped up
on end so that only the top 20 m is above the water
surface (Fig. 18.38). The result is a stable platform for
housing scientists and their instruments, ideal for mak-
ing air–sea interaction measurements because of its low
flow distortion and high stability during rough condi-
tions. The experiment has provided an extensive suite
of complementary measurements that combine remote
sensing, marine meteorology, and physical oceanogra-
phy [18.71].

Microbreaking Waves and Infrared Imagery
The most obvious phenomena at the air–sea interface
are ocean surface waves, especially large-scale breaking
waves, or whitecaps. Less obvious is microscale wave
breaking, or microbreaking, which occurs when small,

Fig. 18.39 FAIRS infrared sensors (courtesy of A. Jessup)

wind-generated waves about 10 cm to 1 m long gen-
tly break. These short, wind-driven waves increase to
a height of a few centimeters until they become too steep
to support themselves and consequently break and over-
turn the water right at the surface. This process transfers
momentum into the upper ocean as turbulence and mix-
ing that enhances the transfer of heat and gas between
the ocean and atmosphere.

The remote sensing instruments mounted on the
decks and booms of FLIP included an infrared imager,
microwave radiometers, microwave radars, and video
cameras. A passive technique used the infrared imager
to take a picture of the ocean’s surface temperature,
concentrating on the small but measurable temperature
variations that occur when a breaking wave causes wa-
ter from below to be mixed to the surface. An active
technique used a CO2 laser to heat a patch of water;
the patch was then monitored by the imager to time its
decay. During rough seas when the surface was broken
frequently and repeatedly by microbreaking, the heated
patch cooled down in less that a second. During very
calm conditions, the patch remained visible in the in-
frared image for several seconds. This length of time
for the heated patch to revert to the surrounding surface
temperature is used to quantify the flux of heat at the
surface as well as the amount of turbulent mixing.

Parasitic Capillary Waves
and Microwave Backscatter

One characteristic of a microbreaking wave is that small
capillary waves are generated on its forward face and
travel along with the wave as it breaks. These capillary
waves ride along on the steep front face of microbreak-
ers, and thus they appear tilted with respect to the look
angle of (microwave) radar; this tilting effect may ex-
plain why more reflected energy is observed than is
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Fig. 18.40 Foam generator raft produces a steady foam by
forcing air through a matrix of gas-permeable tubing

predicted by current models. By combining infrared
and microwave techniques, the role of microbreaking
in surface fluxes and radar backscatter can be better
understood.

Whitecap Emissivity
and Microwave Radiometry

Microwave radiometers are currently used to measure
wind speed from satellites by exploiting the dependence
of ocean surface emissivity on surface roughness. Be-
cause the wind direction signal is so small, the emissivity
of foam generated by large-scale breaking waves be-
comes significant. To characterize the effect of foam on
radiometer measurements, a 3 × 7 m raft made of gas-
permeable tubing generated a uniform area of sea foam
that filled the footprint of the microwave radiometer
(Fig. 18.40); in this way a degree of laboratory con-
trol was brought to the field experiment. By measuring
the microwave signal from the sea surface with and
without foam, the foam’s emissivity could be deter-
mined [18.72].

Surface Roughness and Air–Sea Fluxes
Over the ocean, direct measurements of turbulent air–
sea fluxes are difficult due to platform motion, flow
distortion, and the effects of sea spray. Instead, ma-
rine meteorologists have used flux–profile relationships
that relate the turbulent fluxes of momentum, heat,
and moisture (or mass) to the more easily measured
profiles of velocity, temperature, and water vapor (or
other gases), respectively (Sect. 17.2.1). These relation-
ships are required for indirect methods such as the bulk

aerodynamic, profile, and inertial dissipation methods
that estimate the fluxes from mean, profile, and high-
frequency spectral measurements, respectively. The
flux–profile or flux–gradient relationships are also used
extensively in numerical models to provide lower bound-
ary conditions to close the model by approximating
higher-order terms from low-order variables. Direct co-
variance techniques, gradient techniques combined with
Monin–Obukhov similarity theory, and inertial dissi-
pation methods are all used to infer fluxes. However,
the use of land-based measurements to infer ocean sur-
face fluxes has been questioned, particularly close to the
ocean surface where wave-induced forcing can affect the
flow. Therefore, the applicability of Monin–Obukhov
similarity theory to ocean–atmosphere surface layers is
a current topic of research.

During FAIRS, micrometeorological flux measure-
ments were used to improve the parameterizations of
heat and momentum fluxes [18.73]. Direct measure-
ment of the atmospheric fluxes along with profiles of
water vapor and temperature were performed near the
end of the 18 m port boom (Fig. 18.39). Turbulent fluxes
of momentum, heat, and water vapor were measured by
sonic anemometers, sonic thermometers, and infrared
hygrometers, respectively. A mast supported a profil-
ing system that moved a suite of sensors between 5 m
and 15 m above the mean ocean surface. The moving
sensors were referenced against a fixed suite of sen-
sors to remove naturally occurring variability during the
profiling periods. The measurements of heat and mo-
mentum flux, combined with infrared and microwave
measurements, quantify the correlation of air–sea fluxes
with surface roughness, ranging in scales from dominant
gravity waves to capillary waves and microbreaking.

Sea-to-Air Dimethylsulfide Fluxes
One of the consequences of wave breaking and sea sur-
face renewal is that soluble gases are transferred between
the ocean and the atmosphere. Dimethylsulfide (DMS)
plays an important role in atmospheric chemistry and
climate through its oxidation to sulfuric acid and subse-
quent formation of cloud condensation nuclei. Although
the disequilibrium can be measured fairly easily for most
gases, direct measurements of the gas transfer velocity
are quite difficult. However, if the transfer velocity for
one gas is known, the transfer velocity for other gases
can be fairly easily calculated.

DMS fluxes were measured using two different tech-
niques, the gradient flux (GF) approach and relaxed
eddy accumulation (REA). In the GF technique, air
samples are obtained at different heights from the sur-
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face, and the gradient is related to the gas flux through
simultaneous micrometeorological measurements and
Monin–Obukhov similarity theory. In the REA, two
samples are taken at the same height, one when the
vertical wind has a significant upward component and
one when the vertical wind has a downward component;
the flux is proportional to the concentration difference
between the two samples and the variance in the ver-
tical wind. The gas transfer results using both GF and
REA were consistent with previous measurements, with
the REA values being somewhat higher than those from
GF [18.74]. This measurement provided an opportunity
for one of very few in situ comparisons of different
methods of gas transfer measurement, and the first one
for DMS. Measurements of the concentration of DMS
in surface seawater were also performed, allowing es-
timation of the gas transfer velocity and comparison to
the heat transfer velocities measured using the active
infrared technique described above.

Turbulent Velocity and Enhanced Dissipation
A unique surface-tracking float was used to link meas-
urements of the turbulent velocity field beneath the
surface to the signature of turbulence on the surface
(Fig. 18.41). Subsurface acoustic sensors were used
to examine the link between bubble size distributions
and near-surface turbulence. The float supported three
Doppler SONARs, two resonators and a thermistor
and pressure sensor. The velocity profiles, resolved on
the centimeter scale, yielded wavenumber spectra di-
rectly. Energy dissipation was inferred from the spectra,
consistent with an inertial subrange. The bubble size dis-
tribution was measured with a resonator placed close to
the acoustic Doppler profiler. Video recordings of the
float allowed verification of wave breaking events and
provided estimates of the size and propagation speed
of whitecaps. In addition, the directional surface wave
field was monitored with a suite of Doppler SONARs
mounted on the hull of FLIP. Measurements of the ther-
mal structure of the surface layer of the ocean were
acquired with two chains of self-recording thermistors
to a depth of 70 m.

Fig. 18.41 A surface-following float provided subsurface
measurements of turbulent velocity and bubbles generated
by large-scale breaking waves

Simultaneous video recordings of wave breaking
events during which turbulent velocity and bubble fields
were measured show that turbulence and dissipation
in the ocean surface layer is greatly enhanced due
to wave breaking [18.75]. Dissipation rates associated
with a breaking event are up to five orders of magni-
tude greater than background rates. Bubbles of all sizes
are rapidly injected beneath breaking waves and de-
cay slowly after approximately one wave period. The
large velocities that occur during breaking are suffi-
cient to counteract the rise in velocity of larger bubbles
only briefly. However, the more-persistent turbulent
velocity that remains after breaking may keep small
bubbles in suspension for a significant time. These and
other observations provide insight into the turbulent
transport in the near-surface layer and the dissipation
of wave energy; with these measurements it will be
possible to determine if infrared techniques can be
used (more simply) to estimate near-surface dissipation
rates.
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